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Overview

Spot Instances are a new way to purchase and consume Amazon EC2 Instances. They allow customers
to bid on unused Amazon EC2 capacity and run those instances for as long as their bid exceeds the
current Spot Price. Amazon EC2 changes the Spot Price periodically based on supply and demand, and
customers whose bids meet or exceed it gain access to the available Spot Instances. Spot Instances are
complementary to On-Demand Instances and Reserved Instances, providing another option for
obtaining compute capacity.

For customers with flexibility in when their applications can run, Spot Instances can significantly lower
their Amazon EC2 costs for use cases like batch processing, scientific research, image processing, video
encoding, data and web crawling, financial analysis, and testing. Additionally, Spot Instances can
provide access to large amounts of additional capacity with no commitment for urgent needs.

The tutorial that follows assumes you currently have already signed up for Amazon EC2 and are using
the AWS Management Console for Amazon EC2. If you have not signed up yet, please follow the
instructions in our Getting Started Guide for Amazon EC2.




Tutorial #1: Choosing Your Maximum Price

Core Concepts

To use Spot Instances, you place a Spot Instance request specifying the maximum price you are willing to
pay per instance hour. If your maximum price bid exceeds the current Spot Price, your request is
fulfilled and your instances will run until either you choose to terminate them or the Spot Price increases
above your maximum price (whichever is sooner).

It’s important to note three points:

(1) You will often pay less per hour than your maximum bid price. Amazon EC2 adjusts the Spot Price
periodically as requests come in and available supply changes. Everyone pays that same Spot Price
for that period regardless of whether their maximum bid price was higher. You will never pay more
than your maximum bid price per hour.

(2) If you’re running Spot Instances and your maximum price no longer meets or exceeds the current
Spot Price, your instances will be terminated. This means that you will want to make sure that your
workloads and applications are flexible enough to take advantage of this opportunistic capacity.

(3) Spot Instance Requests can be one-time or persistent. A one-time request will only be satisfied
once; a persistent request is eligible for consideration again after the associated Spot Instance is
terminated.

Spot Instances perform exactly like other Amazon EC2 instances while running, and like other Amazon
EC2 instances, Spot Instances can be terminated when you no longer need them. If you terminate your
instance, you pay for any partial hour used (as you do for On-Demand or Reserved Instances). However,
if the Spot Price goes above your maximum price and your instance is terminated by Amazon EC2, you
will not be charged for any partial hour of usage.



Step #1: Select the Region

From the AWS Management Console for EC2, select the Region in which you want to request Spot
Instances from the drop-down list as shown in the following example.

Amazon EC2 MEEE%ZELEE?E CEFSSEE;M
Nay d (] \ 30 O B KB E
Region: B cEast v - Request Spot Instances

BE Us East (virginia) | Al Requests x| |

» EC2 Dash| e
B U= west (M. Calif .
- et alifarnia) quest ID Max Price A

o087 7EO4 H0.005 E

INSTAMNCES Bl Eu west (Ireland)

* Instances

* Spot Requests

IMAGES

> AMIs

Step #2: Browse the Spot Instance Pricing History

Click the Spot Requests tab in the navigation panel, and then click the Pricing History button to bring up
the Spot Instance pricing history.

amazan eca || Ahaentlesic || amazn

Navigatic ¢ Spo ance Peque

Region: B cEast v - Request Spot Instances 2% Pricing History
viewing: | All Requests v | | | ‘

» EC2 Dashboard

INSTAMNZES
You have not

» Instances Click the Request Spot Inst;

* Spot Requests

Once the Spot Pricing History dialog is available, you can filter the pricing history that you are
examining.



Spot Instance Pricing History Cancel [x

Product: LinuxUNIX ~ Instance Type: t1.micro - Date Range: 1week - Zone: Al zones L

£0.0250
2 ap-southeast-1a

ap-southeast-1b

£0.0200
50.0150
£0.0100

May 19 May 20 May 21 May 22 May 23 May 24 May 25

Close

Step #3: Determine the Maximum Price Bid for Your Request

There are many ways to approach determining the maximum price for your request. We suggest you
consider the following three examples of common approaches as a starting point:

Reducing Cost: You have a batch processing job to run. It will take a number of hours or days to run but
is flexible in when it can be started and completed, so you would like to see if you can complete it for
less cost than with On-Demand Instances. Observing the price history for your desired instance type in a
Region, you see two options:

First, you could bid at the upper end of the range of Spot Prices (which still below the On-
Demand price) expecting your one-time Spot request would be fulfilled and it would likely run
for enough consecutive compute time to complete the job.

Second, you could bid at the lower end of the price range, planning on combining many
instances launched over time through a persistent request that would run in aggregate for
enough time to complete the job at even lower total cost. (We will explain how to automate
this task later in this tutorial.)

Value-based Computing: You have a data processing job to run. You understand the value of the job’s
results well enough to know how much it is worth spending on compute resources to run it. Observing
the Spot Price history, you choose a bid price at which the cost of the computing time is worth the
return in value from the job’s results. You create a persistent bid and allow it to run intermittently as the
Spot Price fluctuates at or below your bid.

Additional Capacity Urgently Needed: You have an unanticipated, short-term need for additional
capacity that is not available as On-Demand Instances. Observing the Spot Price history, you bid above
the highest historical price to provide a high likelihood that your request will be fulfilled and will
continue computing until it completes.



Once you have chosen your bid price, you are ready to request a Spot Instance.



Tutorial #2: Launching a Spot Instance Request

Step #1: Choosing an AMI

From the AWS Management Console for EC2 (https://console.aws.amazon.com/ec2/home), select the

Amazon Machine Image (AMI) that you would like to run. To get a list of the current AMls, navigate to
the AMiIs view in the AWS Management Console as shown below.

Armazon Elastic Amazan
Amazon EC2 MapReduce CloudFront
Region:  |B= e v

Getting Started =

» EC2 Dashboard

To start using Amazon EC2 you will want to launch a

IMETANCES virtual server, known as an Amazon EC2 instance.

» Instances

» Spot Requests Launch Instance

IMAGES Mote: vour instances will launch in the US East {Yirginia)

» AMIsS ‘ reqgion,
» Bundle Tasks

ELASTIC BLOCK STORE Service Health -
» Wolumes
> snapshots Current Status Details
@ arnazon EC2 (IUS East - M. Service is operating
NETWORKING & SECURITY Virginia) normally
l * Wiew complete service health details
» Elastic IPs

Once you have opened the AMiIs view, filter the AMIs list so that you only see those AMIs created by
Amazon. In the Viewing list, click Amazon Images as shown below.

Amazon Elastic Amazon

Aroazon EC2 MapReduce CloudFront
WOy u L} ] ] u C
Region: B sEast v [a Reoister Mewe 2

viewing: | Amazon Images i || All Platforms (v
» EC2 Dashboard e 4 I

Al Cwned By Me
All Images

INSTANCES =

Amazon Images lic-windows-images/SqlSwStd2003r2- 186

= LA
— Public Images ‘
& Private Images B-ibrr-imagesfibm-tivoli-itrm-06.21.03.00-34

> Instances

> Spot Requests

— EBS |
Instan?;gS'iEre Images k-32-anonymous-reBAvind ows. manifest. x
IMAGES
5 32-bit A - . .
> AMIs @_ Bkt E-B4-anonymaous-reBiwind ows. manifest. x

> Bundle Tasks @] ami-Dadaleb3 | windows-32-authenticated-reBiwindows. manifest.

ST RO IS TORE a_j ami-Ddda3ebd | windows-Bd-authenticated-reBiwindows. manifast.

Ooooooo

s volumes @ ami-11ca2d?8  aws-toolkit-for-eclipse-amis-usfAomeat-v1.0.0.ma

» Snapshots 0 ECZ Amazon Machine Images selected

METWORKING & SECURITY Select an Image above




Ill

Scroll down the list and right click the image “ec2-public-images/getting-started-v1.07.manifest.xm
and select Request Spot Instance. This will open the launch wizard for that AMI.

Amazon Elastic Amazon
SlnozoniEcs MapReduce CloudFront
Region: B SEast v FhLaunch || .&Spot Request || 3 Register Mew Al
Viewing: | Amazon Images || Al Platforms % || getting-started
» EC2 Dashboard fewing g g g
AMI 1D Source Owner

INSTANCES

@ami-235fha4a ec2-public-images/yetting-started-v1.07 manifest. xml

> Instances 0 a_j . o : A Launch Instance
> Spot Requests B ami-3cd7a3ss | ecZ-public-images/getting-started. manifest. xml e —

O a-jami-bQSQdDdb amazon/getting-started-with-ebs-boot
IMAGES N

> AMIs
> Bundle Tasks

ElGEF{I]

ELAZTIC BLOCK STORE

Step #2: Configuring the Instance Details

The current Spot Price is shown on the first screen for reference. You will need to specify a number of
parameters for your request:

®  Max Price: The maximum bid price you are willing to pay per instance-hour.

e Persistent: Whether your request is one-time or persistent. By default, it is one-time.

o A one-time request can only be fulfilled once.
o A persistent request is considered for fulfillment whenever there is no Spot Instance
running for the same request.

e Request Validity Period: The length of time that your request will remain valid. You can specify
both a starting and ending time for this period. By default, a Spot Request will be considered for
fulfillment from the moment it is created until it is either fulfilled or canceled by you. However
you can constrain the validity period if you need to.

® Launch Group: A Launch Group is a label that groups a set of requests together. All requests in a
launch group have their instances started and terminated together.

e Availability Zone Group: An Availability Zone Group is a label that groups a set of requests
together in the same Availability Zone. All requests that share an Availability Zone group and
that are fulfilled at the same time will start Spot Instances in the same Availability Zone.

® An Availability Zone. You may also specify an explicit Availability Zone that you want for your
Spot Instances.



Request Instances Wizard Cancel %

Provide the details for your instance(s). You may also decide whether you want to launch your instances as "on-demand” or
"spot” instances.

Number of Instances: 1 Availability Zone: 1 Preference ~

Instance Type: Small (m1.small, 1.7 GB) -

Launch Instances
@ Request Spot Instances
Spot Instances let you pay for compute capacity by the hour at a Spot Price that fluctuates based on supply and

demand. You specify a maximum price you are willing to pay per hour, and your instance only runs when the Spot Price is
at or below that price. This allows for cost reduction on compute tasks with flexible start and end times.

Current Price: $0.037 Persistent Request? B
Max Price: % (Esx: 0.045 = 4.5 cents/hour)  Launch Group:
Request Valid From: any time edit Availability Zone Group:

Request Valid Until:  any time edit

Back Continue

Click Continue.

Step #3: Configuring a Kernel ID and RAM Disk ID

Although the next screen allows you to configure additional details like the Kernel ID and RAM Disk ID,
we will not discuss these options in this tutorial. Click Continue to proceed.

Request Instances Wizard

Number of Instances: 1

Availability Zone: us-east-la

Advanced Instance Options

Here you can choose 3 specific kernel or RAM disk to use with your instances. ¥ou can also choose to enable Cloudwateh
Monitoring or enter data that will be available from your instances once they launch.

Kernel ID: Use Default  +
RAM Disk ID: | Uge Default v

Monitoring: [ Enable Cloudwatch Monitoring for this instance
{additional charges will apply)

User Data:

O basess encoded

| Back




Step #4: Setting up a Key Pair

If you have already used the AWS Management Console (and your cookies are still configured), you will
be prompted to select your existing key pair. If you haven’t used the console before, please follow the
instructions in our Getting Started Guide for Amazon EC2 at
http://docs.amazonwebservices.com/AWSEC2/latest/GettingStartedGuide/.

Request Instances Wizard Cancel [
O

Public/private key pairs allow you to securely connect to your instance after it launches, To create a key pair, enter a name and
click Create & Download your Key Pair. You will then be prompted to save the private key to your computer. Note, you only
need to generate a key pair once - not sach time you want to deploy an Amazon EC2 instance.

QO cChoose from your existing Key Pairs

® Create a new Key Pair

1. Enter a name for your key pair:* |spot_gsg (g.0., jdoskey)

2. Click to create your key pair: * R
*, Create & Download your Key Pair

Save this file in a place you will

remember, You can use this key pair to
launch other instances in the future or visit
the Key Pairs page to creats or manage
existing ones.

OProceed without a Key Pair

Back

Step #5: Setting up a Security Group
Click Choose one or more of your existing Security Groups and then select the security group you would
like to use from the list. You can also set up a new group by filling in your security group name and

description, selecting the application type, and adding the rule.

Click Continue.

Cancel %

Request Instances Wizard

U

Lorem ipsum daolor sit amet, consectetur adipiscing elit. Sed pretium auctor tellus eu gravida. Curabitur volutpat rhoncus est eget
accumsan. Quisque interdum interdum augue vitae eleifend. Cras wiverra, erat varius imperdiet porta, urna augue consecketur

mi, non interdum ligula velit id nibh, Mam vel tincidunt ipsum.
QO choose one or more of your existing Security Groups
@ Create a new Security Group

1. Mame your Security Group 959_59

2. Describe your Security Group gsg_sg

3. Define allowed Connections

Application Transport Port Source Network (IPv4 CIDR) Actions

SSH TCP 2 Al Intemet

All Internet Change

Select... v




Step #6: Completing the Launch

After you have confirmed the details of your launch, click the Launch button to place your request for a
Spot Instance. You'll see your new Spot Instance Request displayed in the right pane in the Console.

Request Instances Wizard Caneel %

O
REVIEW

Flease review the information below, then click Launch.
AMI: 4-\ Other Linux aMI ID ami-b232d0db (i386)

Name: Getting Started on Fedora Core 8
Description: Minimal Fedora Core 8, 32-hit architecture, apache 2.0, and Amazon EC2

AMI Tools, Edit AMI
Number of Instances: 1 Availability Zone: No Preference
Menitoring: Disabled Instance Type: Small (ml.small)
Instance Class: Spot Maximum Price: $0,005
Request Valid From: Create or add to
any time Availability Zone
Group: none
Request Yalid Until: any time Create or add to
¥ Launch Group: none
Persistent Request: No Edit Instance Details

Kernel ID: Mo Preference
Ramdisk ID: Mo Preference

User Data: Edit Advanced Details
Key Pair Name: gsg-keypair Edit Key Pair
Security Group(s): default Edit Firewall

Once you press the Launch button, you will be presented with a final confirmation window similar to the
one shown below.

Launch Instance Wizard Cancal %

Your Spot Requests are now being created.
» Yiew your Spot Requests on the Spot Requests page

Other EC2 Features

Yolumes Elastic IPs

EBS Yolumes provide off-instance storage that persists Elastic IP addresses allow you to remap a public IP address
independently of the life of an instance. Add a persistent to any instance in your account, Elastic IPs also enable you
storage device to an instance using the Elastic Block Store to engineer around problms by quickly remapping your Elastic
(EBS) Yolumes page. IP address to a replacement instance.

> G0 to the Yolumes Page » Go to the Elastic IPs Page

Close
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Step #7: Viewing your Instance

To view your Spot Instance Request, click the Spot Requests item in the navigation panel. All of your
Requests should appear. The current request appears in the “open” status until it is fulfilled.

1y Spot Instance Requests

- Request Spot Instances

Viewing: | All Requests | |
Request ID Max Price AMI ID Instance Type Status
™ sirc0877604 §0.005 ami-bZ232d0db m1.small ) open

Your Spot Instance Request will be fulfilled based on the maximum price you specified, available Spot
Instance capacity, requests submitted by other Amazon EC2 users, and the additional constraints you
attached to the request (e.g. launch groups, or Availability Zones). When it is finally fulfilled, the Status
column changes from “open” to “active”, and the instance ID is reflected as shown below.

1
1y spot Instance Requests

- Request Spot Instances

Viewing: I»‘-\II Requeatsj |
Request ID Max Price AMIID Instance Type Status
™ sirc0877604 %0005 ami-b232d0db G i-2b4a0643  mil.small (@ active

To view your actual running instance, simply click the Instances item on the navigation panel. The
Lifecycle column shows “spot” to denote that your new instance is a Spot instance.

Amazon Elastic Amazon
AINaZomECS MapReduce CloudFrant
Navigation " fMyInstances
Regil:ln: E USEast * E‘Ep Launch Instance Instance Actions |« Reserved Instances | =
|AII Instances V||AH Instance Types V|| |
» EC2 Dashboard
Instance AMI ID Root Device Type Type Status «  Lifecycle
INSTANCES . ) ) _ )
O il -b193d149 ami-fo 1 dfd2f instance-store m1.large ) running norrmal
> Instances - -
» Spot Requests il i-73feb11b ami-235fbada instance-store m1.small ) running spot
IMAGES ‘
> AMIs
> Bundle Tasks




Step #8: Cleaning up your Instance

To clean up your Spot Instance, simply click the Instances item in the navigation panel. Then right click
the instance you created and click Terminate.

E-q';, Launch Instance Reserved Instances |+
viewing=|AII Instances j |AII Instance Types jl
Instance AMI ID Root Device Type Type Status «  Lifecycle Public DNS

r ki i-59f83e30 ami-78b 15411 instance-store m1.small @ running normal ec2-67-202-24-119. compute-1

r ki 005 ceBhE ami-2bbB5342 instance-store m1.small @ running normal ec2-75-101-206-53. compute-1

r ki 578239 ami-2bbB5342 instance-store ml.small ) running normal ec2-67-202-45-24 compute-1.

r ki i-87882dee ami-2bbB5342 instance-store m1.small @ running normal ec2-67-202-23-17 .compute-1.

- ki i-2a42e843 ami-1603e77f instance-store m1.small | @ running norrmal ec2-75-101-152-130. cormpute-

r ki i-853e8dec ami-235fbada instance-store m1.small @ running normal ec2-75-101-250-61. compute-1

r ki i-843e8ded ami-235fbada instance-store m1.small @ running normal ec2-75-101-209-80. compute-1

r ki i-863e8def ami-235fbada instance-store m1.small @ running normal ec2-75-101-237-17 .compute-1
| r ki i-2bdalB43 ami-b232d0db ehs m1.small @ running spot ec2-72-44-45-27 compute-1.a

When your instance is terminated (either by you or because the Spot Price moves above your maximum
price) the status of your Spot Instance Request will change to “closed.”

W il Ol E E E

& Reguest Spot Instances

Viewing: |AI| Requestsj |

Request ID Max Price AMIID Instance Type Status
T sirc0877604 $0.005 ami-b232d0db j i-2b4a0B43  ml.small @ active
r sir-0oe2ab04 $0.003 ami-oabfEd3a ml.small ) closed
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Tutorial #3: How to View and Cancel Spot Instance Requests

This tutorial assumes that you have an existing Spot Instance request that you can practice with and that
you are already logged into the AWS Management Console. If you need to create a new request, please
follow the steps in Tutorial #2.

Step #1: Viewing Your Spot Requests

Once you have your request set up, you can view that request in the AWS Management Console by
clicking on the Spot Requests item in the navigation panel.

Amazon Elastic Amazan
A AT = MapReduce CloudFront
Wa 'y O (] dz0 ple Ua Doar
Region: B | cEast v

Getting Started =

» EC2 Dashboard

To start using Amazon ECZ you will want to launch a

IMETANCES virtual server, known as an Amazon ECZ instance,

» Instances

Launch Instance

* S5pot Reguests ‘

IMAGES
» AMIs
* Bundle Tasks

Mote: Your instances will launch in the US East (Virginia)
region.

ELASTIC BLOCK STORE Service Health =

* Yolumes

Current Status Details

'@ Arnazon EC2 (US East - M.
Mirginia)

»* Snapshots
Service is operating

METWORKING & SECURITY normally

. ¥ Miew complete service health details
» Elastic IPs

Once the view opens, you can see all of the Spot requests as shown below.

¢ Spo Aance Reque
- Request Spat Instances || g” Cancel Request ﬁ Pricing History
viewing: |All Regquests v | |

Request 1D Max Price AMIID Instance Type Status
Sir-a333ch02 f0.07F ami-235fhada .j i~ 3feb11h ml.small ) active

13




Step #2: Canceling Your Spot Request

Once you are able to view the Spot Instance requests, you can cancel a request by right clicking, and
selecting Cancel.

My Spot Instance Requests

i Request Spot Instances || g Cancel Reguest E Pricing History

Viewing: |AII Fequests Vl | |

Request ID Max Price AMIID Instance Type Status
Sir-a333ch02 F0.077 ami-235fthada @ -7 3kl ik et gpmall | () active
Cancel ‘

When the pop-up box opens, simply click Yes, Cancel to completely cancel the request.

Cancel Spot Instance Request Cancel [x

Are wou sure you want to cancel this spot
instance request?

s Sir-3333c202

Close “ Yes, Cancel

Once a request is canceled, it will show up in the “canceled” state through the console as shown below.

My Spot Instance Requests

i Reguest Spat Instances | o E Pricing History

Viewing: |s‘-‘al| Requests V| | |

Request ID Max Price AMI ID Instance Type Status
] sit-333c80z2 0077 ami-235fhada @ i-7 3feb11h ml.small | () cancelled

14



Spot Instances: Example Applications

Now that you have walked through the mechanics of creating Spot Instance requests, we will walk
through how a couple of sample applications can take advantage of Spot Instances.

Spot Instances are well suited to a number of different kinds of applications. In general, they can save
you money if your application doesn’t depend on instances being started immediately, can start and
perform useful work without manual intervention, and can resume work after being interrupted.
Example workloads include web and data crawling, financial analysis, grid computing, media
transcoding, scientific research, and batch processing.

Consider an application that resizes a backlog of images stored in Amazon S3. If the backlog is
represented as Amazon SQS messages, then at start-up each instance can simply read the next message
off the queue, fetch the image, resize it, and store the resized image in Amazon S3 again in a new
location.

Amazon SQS ensures that each message is seen by a single instance, ensuring that work is not
duplicated. Because Amazon SQS hides the message for a period without deleting it, other instances will
not see the message while it’s being processed. When the instance processing has stored the new image
in Amazon S3, the message can be deleted. If the instance is interrupted before it deletes the message,
it will eventually become visible in the queue again and another instance can pick it up and do the work.

In this example we’ll assume resizing the images may not be urgent and that keeping costs down is more
important than a quick turnaround. One way to achieve this would be to create a number of persistent
requests with a maximum price that’s reasonably low. It could even be below the current Spot Price, but
you should review the historical Spot Prices and probably start with a maximum price at or above the
lowest historical price to try to ensure you get some compute time. Over time as the Spot Price changes,
Spot Instances will be launched and terminated for you whenever the Spot Price drops below your
maximum price. When this happens, your instances will resume working on the images in the SQS
queue.

If your work is more urgent, then choosing a higher maximum price is an ideal way to get additional
computing time quickly. In the previous example, if we assume a sudden need arises to get the
remaining images resized quickly, you could create additional requests with a maximum price that is
above the current Spot Price to increase the likelihood that your Spot Instances are started. Your
maximum price should be set according to how urgent the work is (and therefore how important it is
that your Spot Instances are interrupted less frequently). As a general rule, you should choose a price
that reflects the maximum you’re prepared to pay for the compute you need. You will never pay more
than your maximum price, and often you may pay significantly less.

Knowing how much compute time you need is useful when selecting a maximum price. Assume in this
case each image takes 1 minute to resize and you have 120 images remaining in the queue (requiring

15



two hours of compute time to complete.) To simplify the example, let’s assume you only wanted to
start one Spot Instance. You should review several hours of historical prices and set your maximum price
at a level that will give you a high probability of running for a minimum of two hours given past prices.

Consider as a second example running a Hadoop cluster. In general, the master node in a Hadoop cluster
is less tolerant to being terminated than a worker node. Mixing Spot Instances with On-Demand
Instances helps to solve this problem. The master node can be run as an On-Demand Instance, thus
ensuring that it won’t be interrupted, and the worker nodes, which are much more tolerant to being
interrupted, can be run as Spot Instances at a significantly reduced cost.

Alternatively, you could create a request with a high maximum price that starts your master node, and
then place requests with a lower maximum price to start your worker nodes. In this case, you may
choose to use a launch group to ensure the master and worker nodes are all started together, and an
Availability Zone group to ensure they’re all started in the same Availability Zone to minimize transfer
costs and latency.

16



Best Practices for Using Spot Instances

Finally, there are a number of best practices that are good to keep in mind when running applications on
Spot Instances in order to minimize the potentials impact from your instance being interrupted.

Save Your Work Frequently: Because Spot Instances can be terminated with no warning, it is important
to build your applications in a way that allows you to make progress even if your application is
interrupted. There are many ways to accomplish this, two of which are adding checkpoints to your
application or splitting your work into small increments.

Add Checkpoints: Depending on fluctuations in the Spot Price caused by changes in the supply or
demand for Spot capacity, Spot Instance requests may not be fulfilled immediately and may be
terminated without warning. In order to protect your work from potential interruptions, we
recommend inserting regular checkpoints to save your work periodically. One way to do this is by saving
all of your data to an Amazon EBS volume.

Another approach is to run your instances using Amazon EBS-backed AMIs. By setting the
DeleteOnTermination flag to false as part of your launch request, the Amazon EBS volume used as the
instance’s root partition will persist after instance termination, and you can recover all of the data saved
to that volume. You can read more details on the use of Amazon EBS-backed AMls here.

Note: When using this technique with a persistent request, bear in mind that a new EBS volume
will be created for each new Spot Instance.

Split up Your Work: Another best practice is to split your workload into small increments if possible.
Using Amazon SQS, you can queue up work increments and keep track of what work has already been
done (as in the example from the previous section). When using this approach, ensure that processing a
unit of work is idempotent (can be safely processed multiple times) to ensure that resuming an
interrupted task doesn’t cause problems.

You can do this by enqueuing a message to your Amazon SQS queue for each increment of work. You
can then build an AMI that, when run, discovers the queue from which to pull its work. Discovery can be
done by building it into the AMI, passing in user data or by storing the configuration remotely (for
example in Amazon SimpleDB or Amazon S3), which will tell the AMI in which queue to look.

More details on using Amazon SQS with Amazon EC2 and a detailed walkthrough on how to set up this
type of architecture can be found here.

Test Your Application: When using Spot Instances, it is important to make sure that your application is
fault tolerant and will correctly handle interruptions. While we attempt to cleanly terminate your
instances, your application should be prepared to deal with sudden shutdowns. You can test your
application by running an On-Demand Instance and then terminating it. This can help you to determine
whether your application is sufficiently fault tolerant and is able to handle unexpected interruptions.
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Minimize Group Instance Launches: There are two options for launching instances together in a cluster.
The Launch Group is a request option that ensures your instances will be launched and terminated
simultaneously. The Availability Zone Group is a second request option that ensures your instances will
be launched together in one Availability Zone. Although they may be necessary for some applications,
avoiding these restrictions whenever possible will increase the chances of your request being fulfilled.
When Launch Groups are required, try to minimize the group size because larger groups have a lower
chance of being fulfilled. Additionally whenever possible, try to avoid specifying a specific Availability
Zone in order to increase your chances of successfully launching.

Use Persistent Requests for Continuous Tasks: Spot Instance Requests can be one-time or persistent. A
one-time request will only be satisfied once; a persistent request will remain in consideration after each
instance termination. This means that after your request has been satisfied and your instance has been
terminated—by you or by Amazon EC2—your request will be submitted again automatically with the
same parameters as your initial request. A persistent request will continue submitting the request until
you cancel it. These requests can be helpful if you have continuous work that can be stopped and
resumed, such as data processing or video rendering. We recommend that you revisit these requests
from time to time to examine whether or not you want to change your maximum price or the AMI.
Changing parameters will require that you cancel your existing request and resubmit a new request.

Note: Terminating your instance is not the same as cancelling a persistent request. If you
terminate your instance without cancelling your persistent request, Amazon EC2 will
automatically launch a replacement Spot Instance given that your maximum price is above the
current Spot Price.

Track when Spot Instances Start and Stop: The simplest way to know the current status of your Spot
Instances is to either poll the DescribeSpotinstanceRequests API or view the status of your instance using
the AWS Management Console. By polling the DescribeSpotinstanceRequests at whatever frequency you
desire (e.g. every ten minutes), you can look for state changes to your requests. This will tell you when a
request is successful, because it will change from “open” to “active” and it will have an associated
instance ID. You can use this same approach to detect terminations by checking to see if the “instance
id” field disappears.

You can also use Amazon SQS to create your own notifications. One way of doing this is to create an AMI
that has a start-up script that enqueues a message on an Amazon SQS queue. You can take the same
approach to detect when a Spot Instance begins the process of shutting down.

For instructions on how to build your own AMI, please see the Amazon EC2 User Guide located here.

Access Large Pools of Compute Capacity: Spot Instances can be used to help you meet occasional needs
for large amounts of compute capacity (note that the default limit for Spot Instances is 100 versus the
default limit of 20 for On-Demand Instances.) If your needs are urgent, you can specify a high maximum
price (possibly even higher than the On-Demand price), which will raise your request’s relative priority
and allow you to gain access to as much immediate capacity as possible given other requests and the
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Spot Instance capacity available at the time. While Spot Instances are generally not suitable for steady-
state tasks such as serving web content, they can be used as a valuable source of instance capacity even
for steady state applications when applications have urgent computing needs due to unanticipated or
short-term demand spikes.
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